SIMULATE REAL-WORLD IP NETWORKS

Impairments, Delay, Errors, Loss, Optical, Electrical...

O GL Communications Inc.

818 West Diamond Avenue - Third Floor, Gaithersburg, MD 20878
Phone: (301) 670-4784 Fax: (301) 670-9187 Email: info@gl.com
Website: http://www.gl.com



Company Overview — GL Communications Inc.

<+ Headquarters: Gaithersburg, Maryland USA
» Multiple GL Branch Offices and Worldwide Representatives

% Founded in 1986

< Test & Measurement Equipment
» |IP, VolP, SONET-SDH, TDM & Wireless Solutions
» Visualization, Capture, Storage, Portability, Cost-Effectiveness

» Endpoints Devices & Core Network Elements

< Engineering Consulting Services (mainly for Transportation and
Government agencies)
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Overview

How does GL simulate real-world IP Networks? What is GL's IPNetSim?

*»Lab Testing Solution - application and automation s*Real-world network conditions by imposing impairments
s»Emulate Full Duplex 1 Gbps and 10 Gbps networks «*Multiple streams independently configured

10G/M1G 10G/1G

IPv4, IPv6, VLAN,
MPLS, MAC, TCP, UDP

PacketExpert™-IPNetSim™

mTOP™ Rack Based Test Platform Audio/Video

. ___/ ~——
* Delay * Throttling
* Error =+ Reordering
10G/1G * Loss * Duplication 10GI1G

Database
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Portable Units

| GL Communications Inc.

|

> “
S e, | POWER

oo R ¥ AES T |

(Ch

z 9V ITI2A
{

GL Communications Inc. PacketExpert 1-10G
s 0000000000000 00000000

PWR

I'{( GL Communications Inc.
|

4 x1 Gbps Optical OR Electrical
 2x10 Gbps Optical only

GL Communications Inc. = PacketExpert - 106

PORT 1
L
o ’
10/100/1000 Mb

PacketExpert™ 10G Standalone

e 2 x 1 Gbps Optical OR Electrical
e 2x10 Gbps Optical only
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PacketExpert™ 1G (4 Port)



Hardware Overview + Highlights

'GL Communications Inc. PacketExpert 1-10G
(Y staTus ..‘.‘...‘......‘..“.

PORT 1 PORT 2 PORT 3 PORT 4

o i o e

19/100/1000 r}gm

Electrical Optical
(or)

100/1000Mbps Optical 1 Gbps
Electrical/Optical

IPNetSim™ is an optional application available within PacketExpert™ platforms (PXG100 and PXN100).
% |IPNetSim™ operates in both multi-stream and single stream mode.

% |IPNetSim acts as a bridge between two network segments. As long as the hardware has power it allows frames

to flow freely.
% |IPNetSim allows users to define up to 16 different streams of traffic. Each of these streams can have its own
independent set of impairments applied to them. More to come on streams and exactly how GL defines them.
% |IPNetSim is hardware-based...meaning all impairments and timing controls happen at the hardware level.
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Hardware Interfaces

1/10 Gbps Optical
100/1000 Mbps OR
Optical 10/100/1000 10/100/1000 Mbps
Mbps Electrical

Electrical Front Panel

000000000000 00
o o

100 - 240 VAC SA 50-60 Hz
—_—

USB Ports
On/Off Switch USB 3.0 Port Ethernet Port

Power HDMI
(100-240 AC Supply) Port <€
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Application Overview

Test Enterprise and Individual-level applications...

> Audio and video streaming (VolP, IMS, HDT,
IPTV)

> Storage services (Critical Data Access)

> Cloud and web services

>FTP / HTTP

Simulate backhaul network
> Static and dynamic networks
> Satellite + other long delay networks

Test Quality of Service (QoS) and Quality of
Experience (QoE)

Evaluate the stability of network devices (switches,
VoIP Phones, VolP PBXs, Set-top boxes and VoD
Servers.
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Datacenter

WAN IP Link Emulator

SSEE:ss

Head Office

PacketExpert™ 10GX
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“Stream” Overview
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Port 1

P1

S

“Stream” Overview

Stream Definition

(MAC, VLAN, MPLS, IP, UDP)

-

A4

Ex: Dst MAC Addr

A4

2 ]

Ex: VLAN ID

\ & 4

| 1 |
Ex: ANY

s Stream Definition ‘16’

N

WAN Emulation

Port 2

Stream 1

Stream 2

Throttling
Reordering

Duplication

Delay
Error
Loss
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Define Streams in Packet Mode
m[ WAN Emulation Parameters | Scheduler |

P1->P2

Mode
(® Packet Mode () Raw Mode

VIimac [Vivan [Mmets Vi [Vuoe

Layer (Click to edit) Layer Summary
MAC 00-1F-DO-DC-20-A2 > XX-XX-XX-XX-XX-XX
VLAN 100 - 200

MPLS 1234

UDP "20000 ~-> 30000

Source IP Address
OFixed (®Range O Any

From 192 .168. 1 ,201 To | 192.168., 1 .210

Destination IP Address
©Fixed ORange Oany
IP Address 192 .168 . 1 .101

12



Define Streams in Raw Mode

Mode
(*)Raw Mode () Packet Mode  Offset | O

Bwtes i Bytes | O 1 2 3 4 o & 7

Evte &-15 | = %alue (00 |00 J00 |00 |00 (oo |00 |oO

Bywte 16-23 |

Eyke 24-31 Mask 00 ‘00 00 |00 |00 |00 (00 |00

Byte 32-39

Byke 40-47 Apply |

Byke 48-55 |V

Bykes Yalue Mask,

-7 00 00 00 Q00 00 00 oo oo 00 00 0o g oo oo oo oo
a-15 00 00 00 Q00 00 00 oo oo 00 00 0o g oo oo oo oo

16-23 Qo a0 00 00 00 00 08 0o 00 00 00 0O 0o ao oo oo
24-31 Qo a0 00 00 00 00 08 0o 00 00 00 08 0o ao oo oo
32-39 Qo a0 00 00 00 00 08 0o 00 00 00 0O 0o ao oo oo
40-47 Qo a0 00 00 00 00 08 0o 00 00 00 0O 0o ao oo oo
45-55 Qo a0 00 00 00 00 08 0o 00 00 00 0O 0o ao oo oo
26-63 Qo a0 00 00 00 00 08 0o 00 00 00 0O 0o ao oo oo
64-71 Qo a0 00 00 00 00 08 0o 00 00 00 0O 0o ao oo oo
F2-79 Qo a0 00 00 00 00 08 0o 00 00 00 0O 0o ao oo oo
go-g7 Qo a0 00 00 00 00 08 0o 00 00 00 0O 0o ao oo oo
g3-95 0o 00 00 00 0o 00 00 00 00 OO 00 0o o0 0o o0 0o
5-103 Qo a0 00 00 00 00 08 0o 00 00 00 0O 0o ao oo oo
104-111 00 00 00 00 00 00 0o 00 00 0o 0o 4o oo o0 00 oo
112-119 00 00 00 00 00 00 Qo 00 00 0o 0o 4o oo o0 00 oo
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Traffic Bandwidth

¢ Traffic which exceeds the stated rate is
silently dropped

** UDP Applications will experience data
loss

** TCP Applications should adapt via

congestion-avoidance algorithms

oaL
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Stream Definition WAN Emulation Parameters | Scheduler

WAN Stream Type () Symmetrical (%) Asymmetrical

Parameters |p1-5p2 |p2->P1 I
Traffic Bandwidth 100.00 Mbps 800.00 Mbps
Latency Unfiorm, 0 - 8000 ms
Packet Loss None
Packet Reordering None
Packet Duplication None
Logic Error Insertion None
P1->P2 P1->P2
Traffic Bandwidth Traffic Bandwidth
100.000000 Mbps |+ 800,000000 Mbps | v
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Traffic Bandwidth

I S W {3 - - - - Max Rate

= Time
g, A -
A i 1‘. _ LA __ MaxRate

** Simulate WAN Applications where Traffic Policing Policies may be in effect, ie Service Level

Agreements between Provider and Customer
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Traffic Bandwidth

Bandwith with no Quality of Service rules applied

Video Streaming Services (Netflix, etc.)

General Internet Use (Browsing, Updates, etc.)

Online Gaming Services (Xbox Live, etc.)

Bandwidth with Quality of Service rules applied

Video Streaming Services (Metflix, etc.)

General Internet Use (Browsing, Updates, etc.)

Online Gaming Services (Xbox Live, etc.)

*»* Simulate QoS settings by setting different bandwidth caps on different ports (or port ranges)
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Latency / Jitter

| Stream Definition | WAN Emulation Parameters Scheduler |
WAN Stream Type O Symmetrical (&) Asymmetrical
Parameters | P1->P2 | P2->P1
% Apply Static Delay, or a Uniform or Traffic Bandwidth 100.00 Mbps 800.00 Mbps
. . . . Packet Loss None None
Exponential distribution between a e r—— o
o . Packet Duplication None None
minimum and maximum Logic Error Insertion  None None
% Delay a packet up to 8000 ms in 1ms
. P1->P2
Increments Lakatia
O Single Delay Min 0 msec
O Uniform Distribution Max | 8000 msec
(® Random Exponential Distribution
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Latency / Jitter

S

** Apply a large static delay to simulate backhaul communication (satellite hops, etc.)
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Latency / Jitter

=teady stream of packats

Time >

=ame packet stream after congestion or improper gueusrg

» Apply Variable delay (ie, Jitter) to simulate Traffic Shaping policies and/or Network Congestion

o Jitter leads to packet discard (and therefore data loss) in Real Time UDP Applications
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Latency / Jitter

Effect of latency on maximum TCP throughput
* Increased Latency causes TCP © ©
— 30 == -
applications to spend increasing JE% s = S
amounts of time idling while waiting ::E‘EE:E = c
for ACKs from the far side, thereby = %o = =
throttling throughput g %0 O O
B 200 \ Y 3
E 25.0 \ f— ﬂ"
20.0 \ — -
15.0 \‘&i%‘_h__ E

Latency in milliseconds (ms)
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Packet Loss

Stream Definition WAN Emulation Parameters | Scheduler

WaM Stream Type () Symmetrical (%) Asymmetrical

Parameters |p1->p2 P2 ->P1
Traffic Bandwidth 1000.00 Mbps #00.00 Mbps
Latency Single Delay, 5 ms Uniform, 3 - 5 ms
Packet Loss 5.000 %% 10,000 <%
* Randomly drop from 0.01% to Cpmm,dm Rone —
. Packet Duplication Mone Mone
100% of all Packets in the LogicErmor Treartion [ Nore o
stream
P1->P2 P2 -> Pi
Packet Loss{ Single Packet ) Packet Loss( Single Packet )
WARMNING: W ARMNIMNG:

For PacketLoss rate less than
0.099%, only rates which are multiple of
0.002 are alowed

Rate 5,000 Yo

For PacketLoss rate less than
0.099%, only rates which are multiple of
0.002 are allowed

Rate 10.000 Yo

oaL
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Packet Loss

CMOS vs Loss
5 B CMOsS
» Real Time UDP Applications are -
resilient to minor loss, but 3
vulnerable to heavy loss g
0
0 1 2 4 B 16 32 64
Loss %
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Packet Loss

o TCP Applications are vulnerable to
even very minor loss rates as every
loss results in retransmissions and
reduced window sizes.

oGL
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Throughput vs Loss

Mathis model New Reno =——=CUBIC

5,000

4,500

4,000
~~
a

a 3,500
=

= 3,000
o

) 2,500
3
2

= 2,000
=

1,500

1,000

500

0

0.0% 1.0% 2.0% 3.0% 4.0% 5.0% 6.0% 7.0% 8.0% 9.0% 10.0%
Probability of packet loss
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Packet Reordering

» Reorder 1 out of every X packets.

e Set a minimum time in ms to hold the
reordered packet

e Set a maximum time in ms to hold the
reordered packet

—
oGaL
e
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Stream Definition | WAN Emulation Parameters | 5cheduler

Wal Stream Type (O Symmetrical (5 Asymmetrical

Parameters \P1-P2 Pz -= P1

Traffic Bandwidth 1000,00 Mbps 100,00 Mbps

Lakency gingle Delay, 100 ms Mone

Packet Loss 10,000 % 20,000 %

{ Packet Recrdering 1 out of 10 packets 1 out of 20 packets )]

Packet Duplication Mone Mone

Logic Errar Insertion Maone More

Pl -= P2 P2-=P1

Packet Reorderingl Single Packet ) Packet Reorderingl Single Packet )

Reorder 1 packet ouk of | 10 packets Reorder 1 packet out of | 20
Delay Offset (Time) Delay Offset (Time)
Mir | O ms Max| 10 ms Min | 0 ms Mazx| 20

packeks

ms




Packet Reordering

P PrPsPs Ps 3 dupacks. reduce cwnd

Sender
== Retransmit P,
(Unnecessary
retransnussion and
window reduction)
Receiver

N By B

Feorder packet

* When a packet is out-of-order, TCP behaves exactly as though the preceding packets are lost
resulting in duplicate ACKs, retransmissions and window reduction



Packet Reordering

—&— TCP Tahoe

\
a ik —=— TCP Reno
‘ -4— TCP Reno SACK DelAck
- 0.70
Q.
LD
=3
= 065 |
Q.
2 .
o
3 060 |
£
-
0.55 }
0.50 o
0 3 6 9 12 15 14

Frame Error Rate (%)

» TCP Selective Acknowledgement (SACK) can mitigate this issue by letting the receive side
Acknowledge OOO packets.
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Packet Duplication

 Randomly duplicate from 0.01% to
100% of all Packets in the stream

 Emulate WAN applications where
multiple paths are possible and Load
Balancing may be present

e
i Y
.

Communications

Stream Definition | WAN Emulation Parameters | Scheduler

WA Stream Type ) Symmetrical (%) Asymmetrical

Parameters |P1-=Fz Pz - P1

Traffic Bandwidth 1000,00 Mbps 1000,00 Mbps

Latency Single Delay, 100 ms Mone

Packet Loss 10,000 % 20,000 %

Packet Reardering 1 ouk of 10 packets 1 ouk of 20 packets
¢ Packet Duplication 1,000 % SO000% )

Logic Error Insertion Mone Mone

P1-=P2 P2-=P1

Cuplication (Periodic ) Cuplication (Periodic

WARMNING:

For Duplication rate less
than 0.099%, only rates which
are multiple of 0,002 are allowed

WARMIMNG:

For Duplication rate less
than 0.099%, only rates which
are multiple of 0.002 are allowed

Rakte 1.000 O Rate S.000 U

28



Packet Duplication

* Duplication can be fatal in broadcast

situations (ie broadcast storm) §

e Similarly dangerous in multicast
applications where small network
misconfigurations can have
disproportionately large consequences

e Watch out for this in multipath Spanning

Tree networks e s s s s

Switch B

Switch (

29



Logic Error Insertion

Stream Definition | WAN Emulation Parameters | 5cheduler

WAN Stream Type () Symmetrical (%) Asymmetrical

Parameters \P1-=p2 Pz - P1
: : Traffic Bandwidth 1000,00 Mbps 1000, 00 Mbps
* Insert a single bit error every L e i
Lakency Single Delay, 100 ms Mone
1 A_X fr m ( _1 <= X <= - ) Packet Lass 10,000 % 20,000 %
O d es 9 Packet Reordering 1 out of 10 packets 1 out of 20 packets
Packet Duplication 1,000 % 5,000 %

¢ Use byte Offsets to ta rget Logic Errar Insertion 10~-2 10~-5 7
particular parts of a frame

P1-»F2 PZ-=P1
Logic Errar Insertioni Periodic ) Logic Error Insertiont Periodic )
Packet Error Rake |10 -2 v: Packet Error Rate | 10 -5 v |
Bwtes Offset | S Beaginning of frame Bytes Offset | 15 Beginning of frame
Bykes Offset | 10 End of frame Bytes Offset 20 End of frame

—
oGaL
e
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Logic Error Insertion

~—
‘o

o Cellular and WiFi links are very prone to bit errors (as well as latency and bandwidth issues)

tnications
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Application Example: VoIP

* I Shream Name |
2 RIP Stieam Definition  WAN Emulation Parameters | Scheduler |

3 Data

Maode
() Packet Made ) Raw Mode

[mac [Jvan [meis [ [#]upe

Layer {Click to edit) Layer Summary
unp S060 <= S0a0

# I Stream MName I
.
5> RIP Stream Definition WAN Emulation Parameters | Scheduler |
3 Data '
WaN Stream Type (O Symmetrical (&) Asymmetrical
» Configure SIP packets to be completely S— i P Farasd
. . Traffic Bandwidth 1000.00 Mbps 100.00 Mbps
unimpaired Latoncy None Nore
Packet Loss Maore Mone
Packet Recrdering Mone Mone
Packet Duplication Mone Mone
Logic Error Insertion Mone Maone

oGL
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Application Example: VoIP

oGL

Communications

* Apply loss and jitter to RTP
streams

WAN Stream Type () Symmetrical (&) Asymmetrical

[ # |5haanh.lama I
1 sIP
2 [RTP | Stream Definition | WAN Emulation Parameters | Scheduler |
3 Data
o ore
Mode
() Packet Mode () Ruaw Mode
Cmac wean [wrs [ [#]uoe
. Layer (Click bo edit) Layer Summary
LIDP 1000 - 000 -= 1000 - 5000
2 | Stream Name
1 SIP _ :
BN | Sueam Definition WAN Emulation Parameters | §cheduler
3 Data

Parameters |P1->p2 | P1 -> P2 Marwal

Traffic Bandwidth 1000,00 Mbps 1000.00 Mbps

Latency Random Exp., 0- 120 ms Random Exp. , 0 - 120 m|
Packet Loss 2.000 % 2.000 %

Packet Reordering None None

Packet Duplication None None

Logic Error Insertion None None

34



Application Example: VOIP

#lm“ﬂw |

1 =P
Z RTP

| Stream Definition | WAN Emulation Parameters | Scheduler

Pl1-=F2

Mode
(®1Packet Mode ) Raw Mode

[Imac [Iwan [wAs [Jw [Juoe

Layer (Click bo edit) Layer Summary

» Set an SLA style bandwidth cap
on Data

oGL

Communications

#|5hunuma |

1 sIPp
2 RTP
3 Data

Shweam Definition WAN Emulabon Parameters | Scheduler

WAN Stream Type () Symmetricl  (3) Asymmeatrical

Farameters Pl -» P2 Pl -> FZ Manual
Traffic Bandwidth 200.00 Mbps 200.00 Mbps
Latency MNore Mo

Packst Loss Mo Mo

Packet Reordering Mo Mo

Packet Dupheation Mo Mo

Logic Error Iresertion Mo NG

35



Application Example: VolP

10,000 -
0% LOSS

| s
§

-10,000 -

=20,000 -

a U'Z 0.r4 015 U‘E lr ‘I.IB

o 8% LOSS
g
§

-10,000 -

-20,000 -

L1] 1] I2 (1] .I'| U.IIS 1] Iﬂ 1: 4 .I3
10,000
16% LOSS

g 0 - P
E

-10,000 —

-20,000 T

4.8

OGL 36
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Application Example: VOIP

Discard % vs Jitter
80

60

40

Discard %

20 40

Avg Jitter (ms)

CMOS vs Jitter
B Discard % (40ms buffer) 3
B Discard % (80ms buffer)
a4

[#5]

CMOs
[

Avg Jitter (ms)

B CMOS (40ms buffer)
B CMOS (80ms buffer)

40

» Determine how your application will behave under expected (and unexpected) network

conditions

» Determine what codecs you should use, what jitter buffers, etc.

oGL
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Application Example: TCP Over Wireless

5 10
af- R
4.5 R
4t a ) AN
5 H S
7 . deal TGP
35+ LR BIDIE s
— o h i TIBET :.:\‘x::: rd
%B_ gﬂ /
E._ e
g0 N
N N "1'!!!-\. N N LT Dol
: 2 g"'mpwgas'-‘{_\:- AR %, 7 TCP Westwood - 7
1.5 3 bt e b B \/
R BN SR ¢ T E i
i 2 P b Mg g
D TP Rene | hLITH P ofDiHL
0.5 1 RN . - -
D_ﬁ "4 HE '_3 H HE I_a By 04 Lo Ll |4 ..I-] N N ..I-I —\_-1
10 10 10 10 10 10 0 0 10 10
Fagket Erer Rais Packet Error Rate
(a) (b)

e TCP was first described in an IEEE paper written in 1974
» Ethernet was first standardized by the IEEE in 1983
* The first GSM Network went online in 1991

O©GL
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Application Example: TCP Over Wireless

Host A Host B
seq # x1
seq # x2
Seq # x3 \
seq # x4 X Ack-d
seq # x5 ACK x1
- ACK x1
ACK x1
triple |
duplicate«— ~~:‘
ACKs :
W
.-
3
Q
£
+—

v
time

e Loss in a TCP application leads to duplicate ACKs, which lead to retransmissions



Application Example: TCP Over Wireless

A

Window
Size Congestion

Avoidance

Fast Fa
ssthresht - ----—----- Retransmit /326\1”/
ssthresh?2 b oo Eoom oo 2

bl CNION g o sanss o g ol o

» Time
triple (IupliczIted ACK Timeout

e TCP assumes that Loss is due to Congestion
* When Loss occurs TCP automatically cuts throughput to avoid congestion



Application Example: TCP Over Wireless

Sequence numbers
(Circumference = 0 to 232 slots)

shifts

e TCP uses a Sliding Window mechanism to limit how many unacknowledged bytes can be
transmitted before the sender is forced to idle

» High Latency links slow ACKs, cause forced idle, and limit throughput

O GL
ications
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Application Example: TCP Over Wireless

Window
Size

ssthresh1
ssthresh2
ssthresh3 |-

» Time

triple duplic:Ited ACK Timeout

e When a client moves between cells handoff will cause Loss

o TCP will interpret this as Congestion and cut throughput even if the exact same amount of
bandwidth is still available (even if more bandwidth is now available)!



Application Example: TCP Over Wireless

A
Window
Size Congestion

Avoidance
Fast Fa
ssthresh1 - Retransmit
ssthresh?2 Vo oo oo CoiiTa 2
ssthresh3 F--2low f oo
Time

triple duplic:Ited A

e TCP has Retransmission Timeout mechanism that attempts to track the RTT of the connection

» If Latency suddenly increases (ie cell handoff), this can easily cause Timeouts to trigger,
immediately cutting throughput to the minimum!

o GL 43
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Application Example: TCP Over Wireless

* Wireless communication is High Latency
* Wireless communication is prone to Packet Loss and Packet Corruption
* Applications that work perfectly in the lab can be crippled by a wireless link

oGL
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Automation Options
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Automation Options

PacketExpert 1-10G )

PORT 3 PORT 4

E]

10/100/1000 Mbps PORT 1 —10 Chpsg — PORT 2+

- s -

o Automate with C/C#, TCL, Python and Java
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THANK YOU - Any Questions?
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